

    
      
          
            
  
F5 Application Delivery Controller Solutions


Welcome

Welcome to the F5 Application Delivery Controller Solutions lab at F5 Agility 2017

The content contained here leverages a full DevOps CI/CD
pipeline and is sourced from the GitHub repository at https://github.com/f5devcentral/f5-agility-labs-adc.
Bugs and Requests for enhancements can be made using by
opening an Issue within the repository.
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Class 1: Introduction to ADC Deployments with BIG-IP LTM

Welcome to the ADC Deployments with BIG-IP LTM hands-on lab session.
These labs are intended to guide you through creating basic ADC
deployments and completing common administrative tasks. This guide is
intended to complement lecture material provided during the ADC
Deployments with BIG-IP LTM as well as a reference guide that can be
referred to after the class.



	Lab Network Setup

	Module 1: BIG-IP LTM Basic Configuration









          

      

      

    

  

    
      
          
            
  
Lab Network Setup

In the interest of focusing as much time as possible configuring your
application delivery controller, we have provided some resources and
basic setup ahead of time. These are:


	Cloud-based lab environment complete with a Windows workstation, a
virtual BIG-IP (VE), a virtual BIG-IQ acting as a logging node, a
virtual BIG-IQ acting as a management node, and a back-end banking
application running on a Linux web server.


	The virtual BIG-IP has been pre-licensed




If you wish to replicate these labs in your office you will need to
perform these steps accordingly. Additional lab resources are provided
as illustrated in the diagram on the next page.

To access the lab environment, you will require a web browser and
Remote Desktop Protocol (RDP) client software. The web browser will be
used to access the lab training portal. The RDP client will be used to
connect to a Windows workstation, where you will be able to access the
BIG-IP and BIG-IQ management interfaces (HTTPS, SSH).

You class instructor will provide additional lab access details.


Lab Diagram

[image: image0]




Timing for Labs

The time it takes to perform each lab varies and is mostly dependent on
accurately completing steps. This can never be accurately predicted but
we strived to derive an estimate among several people each having a
different level of experience. Below is an estimate of how long it will
take for each lab:







	LAB Name (Description)

	Time Allocated





	LAB 1 – Configure Virtual Servers and Pools

	35 minutes



	LAB 2 – Work with SNAT, Profiles, and Monitors

	45 minutes



	LAB 3 – Use SSL Offload, Best Practices, and iApps

	40 minutes



	LAB 4 – Configure High Availability

	30 minutes












          

      

      

    

  

    
      
          
            
  
Module 1: BIG-IP LTM Basic Configuration

In this module you will learn the basics of configuring BIG-IP Local Traffic Manager



	Lab 1: Configure Virtual Servers and Pools

	Lab 2: Work with SNAT, Profiles, and Monitors

	Lab 3: Use SSL Offload, Best Practices, and iApps

	Lab 4: Configure High-Availability









          

      

      

    

  

    
      
          
            
  
Lab 1: Configure Virtual Servers and Pools

In this lab you will explore the BIG-IP configuration utility, create
your first web application, and configure different types of virtual
servers and load balancing methods.


Task 1 – Connect to Ravello and Examine the BIG-IP Configuration Utility


	Use a browser to access http://IP_address with the IP address
supplied by your instructor, and log in using the username and
password supplied by your instructor.


	For ADC Implementations with LTM click View.


	Copy the IP address of the Windows 7 External VM, and then use
RDP to access the IP address.


	Log into the Windows workstation as external_user /
password.


	Open Chrome and click the BIGIP_A bookmark.


	Log into the BIG-IP system as admin / admin.


	From the left menu select Local Traffic.

The Local Traffic menu is where most ADC functions are performed.



	From the left menu select Network.

The Network menu is where you configure elements for routing and
switching.



	From the left menu select System.

The System menu is where you configure DNS and NTP settings, manage
licensing, perform software updates, and import SSL certificates.



	Open the Network > VLANs > VLAN List page.

[image: image1]

Two VLANs were already created, an external VLAN for outside access,
and an internal VLAN for access to the internal network.



	Open the Network > Self IPs > Self IP List page.

This BIG-IP system is configured with four self IP addresses. Each VLAN
has a standard self IP address (ending in .241) and a floating self
IP address (ending in .240). We’ll use the floating self IP
addresses during the high availability exercise.



	Open the Network > Routes page.

This BIG-IP system is configured with a default gateway route for
outbound internet access (on 10.1.10.1).








Task 2 – Create a Basic Web Application

Examine the lab diagram on page 2. We’ll be creating a web application
for an application that is stored on three web servers (at 10.1.20.11
– 10.1.20.13).


	Open the Local Traffic > Pools > Pool List page and click
Create.
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	Use the following information for the new pool. For fields that are
not specified, leave them set to the default settings.







	Form field

	Value





	Name

	http_pool



	New Members

	Node Name: node1
Address: 10.1.20.11
Service Port: 80 (Click Add)



	
	Node Name: node 2
Address 10.1.20.12
Service Port: 80 (Click Add)



	
	Node Name: node 3
Address: 10.1.20.13
Service Port: 80 (Click Add)








	Click Finished.


	Open the Local Traffic > Virtual Servers > Virtual Server List
page and click Create.


	Use the following information for the new virtual server, and then
click Finished.







	Form field

	Value





	Name

	http_virtual



	Destination Address/ Mask

	10.1.10.20



	Service Port

	80



	Resources > Default Pool

	http_pool








	Use a new tab to access http://10.1.10.20.


	Use Ctrl + F5 to reload the page several times.

You can see that page elements are coming from all three web servers.
That’s all it takes to create a basic web application on the BIG-IP
system.



	Close the tab.


	In the Configuration Utility, open the Local Traffic > Pools >
Statistics page.


	Expand the http_pool by clicking on the + icon.

[image: image3]

You use the Statistics page to identify the amount of traffic sent
to the pool members. Notice that the requests are evenly distributed
across all three web servers.



	Select the http_pool checkbox, and then click Reset.
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Task 3 – Create a Forwarding Virtual Server


	Use a new tab to attempt direct access to an internal web server at
http://10.1.20.41.

Currently you are unable to access resources on the internal network
from the external Windows workstation.



	Open the Start menu and type cmd, then right-click
cmd.exe and select Run as administrator, and then click
Yes.


	At the command prompt, type (or copy and paste):

route add 10.1.20.0 mask 255.255.255.0 10.1.10.241

This adds a route to the 10.1.20.0 network through the external self
IP address (10.1.10.241) of the BIG-IP system.



	Reload the page directed at http://10.1.20.41.

The request fails again, as the BIG-IP system does not have a listener
to forward this request to the internal network.



	In the Configuration Utility, open the Local Traffic > Virtual
Servers > Virtual Server List page and click Create.


	Use the following information for the new virtual server, and then
click Finished.







	Form field

	Value





	Name

	forward_virtual



	Type

	Forwarding (IP)



	Destination Address/ Mask

	10.1.20.0/24



	Service Port

	* All Ports



	Protocol

	* All Protocols






This virtual server provides access to the 10.1.20.0/24 network on
all ports and all protocols.



	Reload the page directed at http://10.1.20.41.

The request is successful. The BIG-IP system doesn’t act as a full
proxy, it simply forwards requests to the internal network.



	Edit the URL to https://10.1.20.32.


	Go to Start > Remote Desktop Connection.


	Click Show Options, then select the Display tab, then
change the
Display configuration to 1024 by 768.


	Open the General tab and connect to 10.1.20.251 and log in
as administrator / password.


	On the Windows Server image go to Start > Log off.




You now have access to all ports and all protocols on the 10.1.20.0
network.




Task 4 – Create a Reject Virtual Server


	In the Configuration Utility, on the Virtual Server List page
click Create.


	Use the following information for the new virtual server, and then
click Finished.







	Form field

	Value





	Name

	reject_win_server



	Type

	Reject



	Destination Address/ Mask

	10.1.20.251



	Service Port

	* All Ports



	Protocol

	* All Protocols








	On the Lorax Intranet tab click Corporate Tools, and then close
the tab.


	Go to Start > Remote Desktop Connection and connect to
10.1.20.251.

Although you still have access to the 10.1.20.0 network, you no
longer have access to 10.1.20.251 (the Windows Server).



	Close the Remote Desktop Connection window.


	In the command prompt type the following, and then close the command
prompt.

route DELETE 10.1.20.0



	In the Configuration Utility, select the forward_virtual and
reject_win_server checkboxes and then click Delete and
Delete again.







Task 5 – Use Different Pool Options


	Open the Local Traffic > Pools > Pool List page and click
http_pool, and then open the Members page.

[image: image5]

Currently the pool is using the default load balancing method: Round
Robin.



	From the Load Balancing Method list select Ratio (member),
and then click Update.


	Examine the Current Members section.

Currently all three pool members have the same ratio value (1).



	Click node1:80, then change the ratio value to 10, and then
click Update.


	At the top of the page click Members, then click node2:80,
then change the ratio value to 5, and then click Update


	Click Members again and examine the Current Members section.


	Use an incognito window to access http://10.1.10.20, then type
Ctrl + F5 at least 10 times to reload the page, and the close the
page.

[image: image6]



	In the Configuration Utility, at the top of the page click
Statistics.




Requests are now being distributed to the three pool members in a
10 – 5 – 1 ratio.







          

      

      

    

  

    
      
          
            
  
Lab 2: Work with SNAT, Profiles, and Monitors

In this lab you will experiment with using SNAT Auto Map for inbound
requests as well as outbound requests from internal users. You’ll also
use an HTTP and stream profile to make global modifications to text
within a web site. Finally you’ll see how using health monitors ensures
that you the BIG-IP knows which web servers are available for client
requests.


Task 1 – Use SNAT AutoMap


	In the Configuration Utility, open the Pool List page and click
Create.


	Use the following information for the new pool, and then click
Finished.







	Form field

	Value





	Name

	lorax_pool



	New Members

	Address: 10.1.20.41
Service Port: 80 (Click Add)



	
	Address 10.1.20.42
Service Port: 80 (Click Add)



	
	Address: 10.1.20.43
Service Port: 80 (Click Add)








	Open the Virtual Server List page and click Create.


	Use the following information for the new virtual server, and then
click Finished.







	Form field

	Value





	Name

	lorax_virtual



	Destination Address/ Mask

	10.1.10.25



	Service Port

	80



	Resources > Default Pool

	lorax_pool








	From the desktop open putty, and then connect to BIGIP_A and log
in as root / default.
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	At the CLI type (or copy and paste):

tcpdump -i external port 80



	Open a second putty session and connect to BIGIP_A.


	At the CLI type (or copy and paste):

tcpdump -i internal port 80



	Use a new tab to access http://10.1.10.25, and then close the
tab.

The page displays as expected.



	Examine the tcpdump windows.

On the external VLAN the communication is between the client IP
address (10.1.10.199) and the virtual server (10.1.10.25).

On the internal VLAN the communication is between the client IP
address (10.1.10.199) and a back-end web server (10.1.20.x).



	In both tcpdump sessions press the Enter key several times to
move the log entries to the top of the window.


	In the Ravello window, open the Windows Server console and log in as
f5demo\administrator / password.


	In the Windows Server image, go to Start > Control Panel, then
go to Network and Internet > Network and Sharing Center, and then
click Change adapter settings.


	Right-click on Local Area Connection 3 and select Properties.


	Select Internet Protocol Version 4 (TCP/IPv4) and select
Properties.

Currently the Windows Server’s default gateway is configured for the
BIG-IP’s internal self IP address (10.1.20.241). The network
administrator has chosen to modify the default gateway to an external
router.



	Edit the Default gateway to 10.1.20.254, then click OK
and Close.


	On the Windows desktop, use an incognito window to access
http://10.1.10.25.

The page fails to load because the web server is now sending its
responses to the external router, not the BIG-IP system.



	Close the page, and then examine the tcpdump window.

On the external VLAN the communication is still between the client IP
address (10.1.10.199) and the virtual server (10.1.10.25).

On the internal VLAN the requests are from the client IP address to a
back-end web server, however there are no responses from the web
server.



	Press the Enter key several times to move the log entries to the
top of the window.


	In the Configuration Utility, click lorax_virtual.


	From the Source Address Translation list select Auto Map, and
then click Update.
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	Use an incognito window to access http://10.1.10.25, and then
close the window.

SNAT Auto Map ensures that responses to server request are always sent
back to the BIG-IP system.



	Examine the tcpdump window.

On the external VLAN the communication is still between the client IP
address (10.1.10.199) and the virtual server (10.1.10.25).

On the internal VLAN the communication is now between the BIG-IP
internal floating self IP address (10.1.20.240) and a back-end web
server (10.1.20.x).








Task 2 – Create a SNAT for Internal Resources


	Press the Enter key several times to move the log entries to the
top of the window.


	On the Windows server, change the default gateway to 10.1.20.240
(the BIG-IP internal floating self IP address).


	On the Windows server, use Internet Explorer to access
www.f5.com.

The request fails as the internal resource has no access to the WAN (or
the Internet).



	Close the page, then on the Windows desktop examine the tcpdump
windows.

No requests are being sent to the Internet by the BIG-IP system on
behalf of the internal resource.



	In the Configuration Utility, open the Local Traffic > Address
Translation > SNAT List page and click Create.


	Use the following information for the new SNAT, and then click
Finished.







	Form field

	Value





	Name

	internal_snat



	Translation

	IP Address: 10.1.10.100



	Origin

	Address List



	Address/Prefix Length

	10.1.20.0/24 (Click Add)








	On the Windows server, use Internet Explorer to access
www.f5.com.

The internal user now has public access to the internet using the SNAT
IP address of 10.1.10.100.



	On the Windows desktop, examine the tcpdump windows.

On the external VLAN the communication is between the SNAT IP address
(10.1.10.100) and the Internet resources.

On the internal VLAN the communication is between the internal client
(10.1.20.251) and the Internet resources.



	Close the putty sessions.







Task 3 – Use Profiles with a Virtual Server


	Use a new tab to access http://10.1.10.25, and then select the
links at the top of the page and examine the text on each page.

The pages make several references to the company name Lorax
Investments. Lorax Investments has been acquired by Smithy
Financial. Instead of updating all the web site code we’ll use
profiles on the BIG-IP system to update the web site.



	Close the tab.


	In the Configuration Utility, open the Local Traffic > Profiles >
Other > Stream page and click Create.


	Use the following information for the profile, and then click
Finished.







	Form field

	Value





	Name

	name_change



	Source

	Lorax Investments



	Target

	Smithy Financials








	Open the Virtual Server List page and click lorax_virtual.


	From the Configuration list select Advanced.
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	From the HTTP Profile list select http.


	From the Stream Profile list select name_change.
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	In the Acceleration section, from the HTTP Compression
Profile list select httpcompression.


	From the Web Acceleration Profile list select
optimized-caching, and then click Update.


	Use an incognito window to access http://10.1.10.25, and then
select the links at the top of the page.

Although the logo need to be updated, all the text on all pages now
references Smithy Financials.








Task 4 – Work with Monitors


	Edit the URL to http://10.1.10.25/health_check.html

We’re going to use this web page to identify if the web server is up or down.



	Close the health check page.


	In the Configuration Utility, open the Local Traffic > Monitors
page and click Create.


	Use the following information for the monitor, and then click
Finished.







	Form field

	Value





	Name

	lorax_monitor



	Type

	http



	Interval

	4



	Timeout

	13



	Send String

	GET /health_check.html\r\n



	Receive String

	Server_Up



	Receive Disable String

	Server_Down








	Open the Pool List page and click lorax_pool.


	Identify the current Availability status of the pool.

Unknown identifies when a pool or node doesn’t have a configured
monitor.



	Add lorax_monitor to the Active list and click Update.

The Availability of the pool changes to Available (Enabled).



	Open the Local Traffic > Nodes > Node List page.

Notice that all the nodes currently display unknown.



	Open the Local Traffic > Nodes > Default Monitor page.


	Add gateway_icmp to the Active list and click Update.


	Return to the Nodes >ode List page.

All nodes now display. This means that they are all sending icmp
responses.



	Open the Local Traffic > Network Map page and view the status for
lorax_virtual.

The virtual server, pool, and all three pool members display available.



	Use your mouse to hover over the pool members.

All three nodes also display available.






Sub-Task 1 – Take 10.1.20.41:80 Offline


	On the Windows server go to Start > Computer, and then navigate
to C:\inetpub\wwwroot\lorax_public_site_41.

This is the directory is used for pool member 10.1.20.41:80. The
health_check.html web page currently exists on this pool member.



	Delete health_check.html.


	Wait 13 seconds, and then in the Configuration Utility on the
Network Map page click Update Map.
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	Use your mouse to hover over the pool members.

The first pool member is offline, and all three nodes display available.








Sub-Task 2 – Disable 10.1.20.42:80


	On the Windows server navigate to
C:\inetpub\wwwroot\lorax_public_site_42.


	Right-click health_check and select Open with > WordPad.


	In the <p> tag, edit the text to Server_Down, and then click
Save.

This file is used by pool member 10.1.20.42:80. This pool member
will now match the disable string identified in the monitor.



	Wait 13 seconds, and then in the Configuration Utility on the
Network Map page click Update Map.

The second pool member is now disabled; however, the virtual server and
pool still display available.








Sub-Task 3 – Take Node 10.1.20.43 Offline


	On the Windows server, for Local Area Connection 3 open the
Internet Protocol Version 4 (TCP/IPv4) properties.


	Click Advanced, and in the list of IP addresses scroll down to
10.1.20.43 and click Remove, then click OK three times
and then click Close.


	Wait 13 seconds, and then in the Configuration Utility on the
Network Map page, click Update Map.


	Use your mouse to hover over the pool members.
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The virtual server and pool display disabled but available. Node
10.1.20.43 now displays offline, which causes pool member
10.1.20.43:80 to display offline.








Sub- Task 4 – Bring 10.1.20.42:80 Back Online


	On the Windows server, in the health_check WordPad document,
edit the text back to Server_Up, then click Save, and then
close WordPad.


	In the Configuration Utility on the Network Map page click
Update Map.

Because pool member 10.1.20.42:80 is available, the virtual server
and pool once again display available.



	Use an incognito window to access http://10.1.10.25.

The page displays, with all page elements coming from 10.1.20.42:80.



	Close the page.












          

      

      

    

  

    
      
          
            
  
Lab 3: Use SSL Offload, Best Practices, and iApps

In this lab you will create an HTTPS web application and use the BIG-IP
SSL offload feature to free up CPU resources from the web servers.
You’ll update the BIG-IP configuration by including some best practices.
Finally you’ll re-create the HTTPS web application by using BIG-IP
iApps.


Task 1 – Use SSL Offload


	In the Configuration Utility, open the Pool List page and click
Create.


	Use the following information for the new pool, and then click
Finished.







	Form field

	Value





	Name

	https_pool



	Health Monitors

	https_443



	New Members

	Node List: node1 (10.1.20.11)
Service Port: 443 (Click Add)



	
	Node List: node2 (10.1.20.12)
Service Port: 443 (Click Add)



	
	Node List: node3 (10.1.20.13)
Service Port: 443 (Click Add)








	Open the Virtual Server List page and click Create.


	Use the following information for the new virtual server, and then
click Finished.







	Form field

	Value





	Name

	https_virtual



	Destination Address/ Mask

	10.1.10.20



	Service Port

	443



	HTTP Profile

	http



	Acceleration > HTTP Compression Profile

	httpcompression



	Resources > Default Pool

	https_pool








	Use a new tab to access https://10.1.10.20.

The page fails to load. At this point the BIG-IP system is simply
forwarding SSL requests to the downstream HTTPS web server without
decrypting them first. This prevents the BIG-IP system from performing
any HTTP functions (such as HTTP compression) which is why the page
fails to load.



	In the Configuration Utility, on the Virtual Server List page
click https_virtual, and then for SSL Profile (Client) move
clientssl to the Selected list.


	For SSL Profile (Server) move serverssl-insecure-compatible
to the Selected list, and then click Update.


	Reload the https://10.1.10.20 page.

The page displays as expected.



	Identify the protocol used in the URL, and the port used on the
downstream server (in the Pool member address/port entry).

Although the BIG-IP system is now decrypting requests, it is
re-encrypting before sending to the HTTPS web servers, which means
they must perform the
CPU-intensive task of decrypting requests and encrypting responses.



	In the Configuration Utility, on the https_virtual page, for
SSL Profile (Server) move serverssl-insecure-compatible back
to the Available list, and then click Update.


	Open the Resources page.
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	From the Default Pool list select http_pool, and then click
Update.


	Reload the https://10.1.10.20 page.


	Identify the protocol used in the URL, and the port used on the
downstream server (in the Pool member address/port entry).

The BIP-IP system is now performing SSL offload, sending all
downstream requests using port 80. This means that the web servers no
longer need to perform the
CPU-intensive task of decrypting requests and encrypting responses.



	Close the tab.







Task 2 – Configure BIG-IP Best Practices


	Close the Configuration Utility, then open Internet Explorer and
access https://10.1.10.240.

Currently the BIG-IP system can be accessed by the outside world using
the external self IP address, which is not recommended.



	Log into the BIG-IP system, and then open the Network > Self IPs
page and click 10.1.10.240.


	From the Port Lockdown list select Allow None, and then click
Update.


	Return to the Self IPs page.

Why are you now unable to access the BIG-IP system?



	Close Internet Explorer, then open Chrome and access
https://10.1.1.245 and then log into the BIG-IP system as
admin / admin.

It is not recommended to use the default admin account.



	Open the System > Users > Authentication page and click
Change.


	From the User Directory list select Remote – Active
Directory.


	Use the following information, and then click Finished.







	Form field

	Value





	Host

	10.1.20.251



	Remote Directory Tree

	DC=f5demo,DC=com



	Bind DN

	CN=Service Account,OU=Corporate,DC=f5demo,DC=com



	Bind Password

	password



	Check Member Attribute

	Enabled (selected)



	Role

	Guest








	Open the Remote Role Groups page and click Create.
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	Use the following information, and then click Finished.







	Form field

	Value





	Group Name

	F5Admins



	Line Order

	10



	Attribute String

	memberOf=CN=loraxadmins,CN=Users,DC=f5demo,DC=com



	Assigned Role

	Administrator



	Terminal Access

	tmsh








	Create another role group using the following information, and then
click Finished.







	Form field

	Value





	Group Name

	F5ResourceAdmins



	Line Order

	15



	Attribute String

	memberOf=CN=resadmins,CN=Users,DC=f5demo,DC=com



	Assigned Role

	Resource Administrator



	Terminal Access

	Disabled








	Create another role group using the following information, and then
click Finished.







	Form field

	Value





	Group Name

	F5Operators



	Line Order

	20



	Attribute String

	memberOf=CN=operators,CN=Users,DC=f5demo,DC=com



	Assigned Role

	Operator



	Terminal Access

	Disabled








	Open the System > Users > User List page.


	Select the admin account and change the password to
admin-pass and then click Update.


	Log in as bigip_operator / password.


	Notice the user’s role at the top of the page.
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	Open the Virtual Server List page and examine the Create
button.

This user can view all virtual servers and other BIG-IP system objects,
but can’t create or update objects.



	Log out and then log back in as bigip_ra / password.


	Notice the user’s role at the top of the page.


	Open the Virtual Server List page.

This user and see and manage all virtual servers.



	Open the System > Users > Authentication page and examine the
Change button.


	Log out and then log back in as bigip_admin / admin. (NOTE:
You are intentionally logging in with the wrong password.)


	Log in as bigip_admin / password.


	Open the System > Logs > Audit > List page, and then sort the
list by the Time column in descending order.
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	Examine the login and logout details for the three users.

You can see when each user logged in, logged out, and failed to login
correctly.








Task 3 – Re-create the Application using iApp


	Open the Virtual Server List page, then select the
http_virtual and https_virtual checkboxes, and then click
Delete twice.


	Open the Pool List page, then select the http_pool and
https_pool checkboxes, and then click Delete twice.


	Open the Node List page, then select the node1, node2,
and node3 checkboxes, and then click Delete twice.


	Open the iApps > Application Services > Applications page and
click Create.


	Create an application using the following information, and then click
Finished.







	Form field

	Value





	User Name

	https_app



	Template

	f5.http



	Network > Do you want to use the
latest TCP profiles?

	Yes



	SSL Encryption > How should the
BIG-IP system handle SSL traffic?

	Terminate SSL from clients, plaintext
to servers



	Virtual Server and Pools > What
IP address do you want to use

	10.1.10.20



	FQDN

	www.f5demo.com



	Web servers

	10.1.20.11: 80 (Click Add)
10.1.20.12: 80 (Click Add)
10.1.20.13: 80



	Application Health > What HTTP
URI

	/index.php



	Expected Response

	Welcome








	Open the Virtual Server List page.

iApp created two virtual servers for the web application. The port 80
virtual server is used to redirect requests to the port 443 virtual
server.



	Open the Pool List page.

iApp created a pool with three pool members and a monitor attached
(which you can identify by it being identified as available).



	Open the Monitors page and click https_app_http_monitor.

iApp created the custom HTTP monitor for the web application.



	Use a new tab to access http://10.1.10.20.

Notice that the request is redirected to https. The requests are
sent to the web servers on port 80, identifying that SSL offload is
taking place.



	Close the tab.










          

      

      

    

  

    
      
          
            
  
Lab 4: Configure High-Availability

In this lab you will set up a high availability pair using two BIG-IP
systems. You’ll then test failover between the two HA members.


Task 1 – Set up a Device Group


	Open a new tab and click the BIGIP_B bookmark and then log into
the BIG-IP system.


	Note the status of both BIG-IP systems.
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On bigipA.f5demo.com


	Open the Device Management > Device Trust > Device Trust
Members page and click Add.


	In the Device IP Address field, type 10.1.1.246.


	Enter admin for the Administrator Username and
Administrator Password.


	Click Retrieve Device Information.


	Click Device Certificate Matches.


	Verify that the Name value is bigipB.f5demo.com and click
Add Device.




On bigipB.f5demo.com


	Open the Device Management > Device Trust > Device Trust Members
page.

This BIG-IP system sees bigipA.f5demo.com as a trusted peer.



	Note the new status of both BIG-IP systems.

[image: image18]





On bigipA.f5demo.com


	Open the Device Management > Device Groups page and click
Create. (ENSURE you are on bigipA.f5demo.com.)


	Create a device group using the following information, and then click
Finished.







	Form field

	Value





	Name

	lorax_device_group



	Group Type

	Sync-Failover



	Members

	bigipA.f5demo.com
bigipB.f5demo.com



	Sync Type

	Manual with Incremental Sync








	Note the new status of bigipA.f5demo.com.


	Click Awaiting Initial Sync.

This directs you to the Device Management > Overview page.



	In the Devices section, leave the bigipA.f5demo.com (Self)
option selected.


	For Sync Options leave Push the selected device configuration
to the group selected and click Sync.


	Note the status of bigipA.f5demo.com.

Both BIG-IP systems are now in sync with each other.





On bigipB.f5demo.com


	Attempt to log in as admin / admin.

Why do you think your login failed?



	Log in as bigip_admin / password.


	Examine the Virtual Server List and Pool List pages.


	Open the iApps > Application Services > Applications page and
click https_app.


	Open the Reconfigure page.


	Add a new pool member for 10.1.20.14:80, and then click
Finished.


	Note the updated status of bigipB.f5demo.com.


	Click Changes Pending.


	In the Devices section leave the default options selected and
click Sync.




On bigipA.f5demo.com


	Examine the Pool List page.

The https_app_pool now contains 4 members.








Task 2 – Test Failover

On bigipA.f5demo.com


	Navigate to Local Traffic > Virtual Servers and right-click on
Statistics and open the page in a new tab.


	In the statistics tab reset the statistics for all three virtual
servers.




On bigipB.f5demo.com


	Navigate to Local Traffic > Virtual Servers and right-click on
Statistics and open the page in a new tab.


	Use a new tab to access http://10.1.10.25.


	Use both statistics tabs (click Refresh) to identify which BIG-IP
system processed the incoming request.


	In the Configuration Utility tab for bigipB.f5demo.com, open the
Device Management > Traffic Groups page and click
traffic-group-1.

For this traffic group the Current Device is bigipB.f5demo.com.



	Click Force to Standby twice, and then view the value in the
Active Device column.


	In the Lorax Investments page, edit the URL to http://10.1.10.20,
then use both statistics tabs to identify which BIG-IP system
processed the incoming request.




On bigipA.f5demo.com


	In the Configuration Utility tab, open the Device Management >
Devices page and click bigipA.f5demo.com (Self).


	Click Force Offline and then OK.




On bigipB.f5demo.com


	Note the status of bigipB.f5demo.com.




On bigipA.f5demo.com


	On the Devices page click Release Offline and then OK.




On bigipB.f5demo.com


	Note the status of bigipB.f5demo.com.




When bigipA.f5demo.com comes back online it doesn’t become the
active device.




Task 3 – Create an Active / Active Pair

On bigipA.f5demo.com


	Open the Device Management > Traffic Groups page and click
Create.


	Create a traffic group using the following information, and then
click Create Traffic Group.







	Form field

	Value





	Name

	traffic-group-2



	Failover Method

	Preferred Device Order



	Preferred Order

	bigipA.f5demo.com
bigipB.f5demo.com








	Open the Local Traffic > Virtual Servers > Virtual Address List
page and click 10.1.10.25.


	From the Traffic Group list select traffic-group-2
(floating), and then click Update.

[image: image19]



	Click Changes Pending.


	Leave the default options selected and click Sync.


	Note the status of both BIG-IP systems.

You now have an active / active pair.



	Reset both statistics pages.


	Access https ://10.1.10.20 and identify which BIG-IP processed
the request.


	Access http://10.1.10.25 and identify which BIG-IP is processed
the request.




That concludes the hands-on exercises for the Introduction to ADC
Deployments with LTM lab session.
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